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Decisions always involve both facts and values, whereas most
science communication focuses only on facts. If science communi-
cation is intended to inform decisions, it must be competent with
regard to both facts and values. Public participation inevitably
involves both facts and values. Research on public participation
suggests that linking scientific analysis to public deliberation in an
iterative process can help decision making deal effectively with
both facts and values. Thus, linked analysis and deliberation can
be an effective tool for science communication. However, chal-
lenges remain in conducting such process at the national and
global scales, in enhancing trust, and in reconciling diverse values.

analytic deliberation | climate change | environmental decision making |
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Humans learn through both direct experience and by ob-
serving and engaging in conversations with other humans.

Our ability to learn from others, social learning, is a defining
characteristic of our species (1). Human history is the co-
evolution of our ability to govern ourselves, to shape ecosystems,
and to learn from our actions and those of others. The process is
not always successful. In a recent study of societies under severe
stress, Butzer and Endfield (2) found that less than half were
able to avoid breakdown. Adaptive social learning is not an easy
challenge to meet.
In the 21st century, the scale of human activity will expand

substantially (3–5), as will the power of our technology. Social
learning is the basis both for the unprecedented scale of human
activity and for the power of our technologies. If we are to avoid
serious adverse consequences from these changes, we must accel-
erate social learning for sustainability and for governing technology
(6). Our growing capabilities in nanotechnology, biotechnology,
information technology, cognitive technology, and robotics (NBIC)
will be a special challenge. They add to the already daunting
problems of sustainability and the long-standing issues of violent
conflict and poverty. Without continuous and effective social
learning, we are ill equipped as individuals, as a nation, and as a
global society to make sound decisions about these complex
matters. We need social learning about facts so that our beliefs
about how the world works are well aligned with reality. We also
need social learning around values to think through the emerging
implications of major social transformations.
During the 17th century, science began to take its modern form

as a systematic way to learn about the world (7–9). The rules of
science have proven to be a highly effective way for scientists to
communicate with each other and to build cumulative under-
standing. Science is an example of social learning at its best.
However, most people are not trained in science. And even those
of us who are cannot easily read the literature outside of our
specialties. Thus, we all must rely on science communication for
information about issues on which we make decisions. In decision
making, science communication is a substitute for the social
learning that takes place within a scientific community. We rely on
science communication to inform us about the facts we need to
know to make decisions. That alone is a substantial challenge. In
making decisions, we have a further challenge: We have to assess

both the facts and our values and bring them together to make
decisions.
The term “values” is often used quite informally. However,

values are a well-developed and well-researched concept in the
social sciences and are at the core of much of our understanding of
environmental concern (10, 11). Values are defined as “(a) con-
cepts or beliefs, (b) about desirable end states or behaviors, (c)
that transcend specific situations, (d) guide selection or evaluation
of behavior and events, and (e) are ordered by relative impor-
tance” (ref. 12, p. 551). Values underpin more specific preferences
for one course of action over another. Our preferences depend on
what we believe about how actions will affect things we value.
Science communication usually focuses on facts, not on values.

That is appropriate for many contexts. However, decisions always
involve values, and there is rarely complete agreement about
values on the part of interested and affected parties. Public par-
ticipation has been proposed as a mode of science communication
that can, at least in principle, lead to better decisions by addressing
both facts and values.
What is public participation? Any form of democratic input into

decision making, including voting, expressing opinions in surveys,
holding demonstrations, or other modalities of attempting to bring
about social change, can be thought of as public participation.
However, the literature I draw on uses the term in a more narrow
sense. Public participation is “organized processes adopted by
elected officials, government agencies, or other public- or private-
sector organizations to engage the public in environmental assess-
ment, planning, decision making, management, monitoring, and
evaluation” (ref. 13, p. 11). A line of theory stretching from Dewey
to Habermas, among others, argues that public deliberation is the
essence of democracy and that public participation processes can
improve the ability of democracies to deal with serious challenges
(14–22). Is public participation up to that challenge? What can we
learn from experience with participation that may help us improve
science communication intended to inform decision making?
Before addressing these questions, I will suggest criteria for a

good decision and then examine the reasons why it is difficult to
make good decisions about many contemporary problems, using
climate change as an example. Research on public participation
raises some ideas that can inform science communication in the
service of decision making. It also makes clear that issues of
scale, trust, and the integration of values with facts require
special attention.
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Why Is It Hard to Make Good Decisions?
Three characteristics of good decisions make it clear why science
is important to decision making (17). First, a good decision must
be factually competent. The beliefs used in making decisions
should accurately reflect our understanding of how the world
works. Here, the role of science is obvious: Science is our best
guide to developing factual understanding. My interest in a de-
cision depends, in part, on my beliefs about the facts: What will
happen if one decision is taken instead of another? However, my
interest also depends on what I value. Thus, a second criterion
for good decisions is that they must be value-competent. We
know values differ substantially across individuals and vary to
some degree within an individual over time. We also know that
most people have some degree of flexibility in the values they
deploy in making a decision. Science can help us achieve value
competence by informing us about what values people bring to a
decision and how the decision process itself facilitates or impedes
cooperation or conflict. Third, good decision making must be
adaptive.We have to acknowledge that our understanding of facts
is based on uncertain knowledge and that values will evolve over
time. Thus, our decisions must allow us to shift our strategy as our
understanding and values change. Science can help us assess
uncertainty about facts and values, properly take account of un-
certainty in weighing alternatives, and monitor change over time.
In 1923, Dewey (20) identified the importance of scientific

information for sound public decision making and raised con-
cerns about the public’s access to that information, defining the
public as all those interested in or affected by a decision. Dewey’s
concerns persist. We cannot assume that science will be ade-
quately deployed in making decisions for at least four reasons.
First, we have learned that humans have trouble thinking about
uncertainties, nonlinear systems, and complex adaptive systems,
all of which are involved in problems like climate change, man-
aging NBIC technologies, or other emerging challenges (23–25).
Second, science and technologies pervade nearly all critical so-
cietal decisions to an extent that was not true in the past. The
future of health, national security, the economy, and the envi-
ronment all rest on how we deal with emerging knowledge and
new technologies; thus, the need for scientific understanding is
ubiquitous. Third, science and technological development are
becoming global, and their transfer around the world is nearly
instantaneous. At the same time, the power of our technology is
unprecedented because of its biospheric scope and its ability to
shape matter at the molecular level and to reshape, or even to
create, living processes. This scope and power mean that no in-
dividual, or even any organization, can fully grasp all the impli-
cations as we intervene, intentionally and unintentionally, in
coupled human and natural systems. Even our best efforts pro-
vide no certainty of a desirable outcome. Decisions based on
inept handling of science could have dire consequences, and
those consequences may occur across the globe from where the
decision was made. Finally, and regrettably, as science has be-
come more important to critical societal decisions, we have seen
increasing efforts to politicize science and promote beliefs that
support entrenched interests despite their scientific inaccuracy
(26, 27).
The public learns about science in three ways: mass media,

organized education, and the processes labeled as public partici-
pation. Media coverage of science and formal science education
often focus on science that, however important and beautiful, is
rather distant from decision making. In contrast, public partici-
pation is a mode of science communication focused on using
science to inform decisions. The science engaged in public par-
ticipation is nearly always characterized by substantial uncer-
tainty, especially when general principles and literature have to
be applied to the particular, often local, circumstances around
which a decisionmust bemade. In contrast, other forms of science

communication need not pay much attention to uncertainty
or even embrace it as the frontier of knowledge. Delaying
decisions until certainty increases often will have substantial
consequences, and we cannot assume that the knowledge we
need will become significantly more certain in a time frame
that is realistic for decision making. The problem of un-
certainty is so pervasive that Rosa (28) has argued that science
applied to decision making requires careful thinking about
epistemology.
Adaptive risk management, sometimes called adaptive risk

governance, is a response to the challenges of uncertainty we
face in dealing with environment, sustainability, and technology
(29–31). Recent studies from the US National Academy of
Sciences call for adaptive risk management as the best way to
cope with “America’s climate choices” (32–36). Similar arguments
are made for nearly all domains of environmental policy, sus-
tainability, energy policy, and policy around NBICs (37–41).
Although the character of adaptive risk management will differ
across applications, the core idea is that decisions should take
explicit account of uncertainty, facilitate social learning,
maintain some flexibility, and revisit the decision periodically.
Uncertainty about facts is challenging. However, we also must

cope with value uncertainty because different people bring dif-
ferent values to a decision-making process. On issues on which
there is value consensus, it may be possible to reduce decision
making to a largely technical exercise in deploying tools like
benefit–cost analysis. However, for climate change, energy pol-
icy, sustainability, and the governance of NBICs, we cannot as-
sume value consensus. For example, the implications of our
choices in these areas will play out over decades and centuries;
thus, we must decide the degree to which we weight (i.e., dis-
count) the more distant future relative to the near term. In ad-
dition, some of the future events we are concerned about have a
relatively low probability of happening, but would have cata-
strophic effects if they did happen. Dealing with the future is
clearly a value question, and it is evident that people, including
scientists who analyze long-term decisions, differ about the proper
way to proceed (42–45).
To make things even more complex, the value implications of

some decisions are hard to assess and will not be clear for most
people when they first hear about an emerging issue. The scale of
our interventions into the biosphere is unprecedented in human
history. NBICs make possible changes in human and animal life
we have never before contemplated. Most people have never
discussed and worked through the implications for their values of
decisions about these very complicated issues. Clearly, public
deliberation is essential both to clarify what values are at play
and to try to reach consensus, or at least delineate the lines of
disagreement. However, having informed public deliberation
around matters with substantial scientific content was challeng-
ing when Dewey raised the issue, and it is even more challenging
today (20). The idea of adaptive risk management is appealing,
but implementing it will require careful thought about how to
engage both uncertain facts and uncertain values, and how to
learn as we move forward.

Why Scientifically Informed Deliberation Is Difficult
In scientific discourse, we expect reasoned and balanced argu-
ments and a willingness to shift from a currently held position
when evidence refuting it accumulates. We know from historians,
philosophers, and sociologists of science that the evolution of
science is a bit bumpier than this ideal image. However, we hold
to this ideal as a model for how scientists should behave. At the
core of this model is the norm that we should let our beliefs
about the world be shaped by evidence and by the ongoing de-
liberation of the scientific community. We are very cautious
about letting our values have too much influence on how we
assess evidence, and thus on our beliefs. We know that it is hard
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to adhere to this norm, but it is central to our identity as sci-
entists. This careful and cautious process is not how most people,
including scientists in their role as members of the public, deal
with most decisions they have to make.
Most individuals do not need information about climate change

or nanotechnology risks or other scientific and technological in-
formation to make day-to-day decisions. Such large concerns
seem remote from the pressing matters of our everyday lives. If we
encounter them, we handle them quickly and with little reflection.
For example, most people probably first hear about climate
change through a casual conversation or by reading, watching, or
listening to a media account. Not much is at stake for the average
member of the public, certainly not in the short term, and we are
all busy. Thus, for most people, climate change or other techno-
logical issues are incorporated into cognition quickly, using
shortcuts, contextual cues, and fast mental processes (46, 47).
Rather than carefully weighing the strength of the evidence un-
derpinning an assertion about climate change, most listeners will
parse the information almost instantaneously, calling on their
values and general beliefs as a guide (48). Once an initial im-
pression is formed, people then tend to accumulate more and
more evidence that is consistent with their prior beliefs. They may
be skeptical or unaware of information incongruent with prior
beliefs and values. Over time, this process of biased assimilation
of information can lead to a set of beliefs that are strongly held,
elaborate, and quite divergent from scientific consensus (49–52).
In policy systems, this can lead to groups having beliefs that are
increasingly divergent from one another, although increasingly
homogenous within the group. That, in turn, makes it difficult to
develop sound policy (53). We also know that in social networks,
even relatively modest preferences to associate with similar
people and avoid dissimilar people can have substantial effects on
how network structure evolves (54).
The hope for public participation as a mode of science com-

munication is that, at its best, participation can provide a way of
enhancing mutual understanding of facts, including their un-
certainty, and values, as well as value differences. Good partic-
ipation practice acknowledges that members of the public will
have different positions because of both different beliefs and
different values. It accepts that we must address both facts and
values in making good decisions.
In pursuit of this goal, many studies have argued for linking

scientific analysis with public deliberation, or what has become
known as an analytic deliberative process (33, 36, 55–59). In an
analytic deliberative process, scientific analysis informs and is
informed by public deliberation about the issues. The research
agenda in support of a decision is shaped by both the views of the
scientific community and the information the public believes it
needs to make informed decisions. In turn, public discussion
engages science to build trust in scientific results and to clarify
the nature of uncertainty and how best to deal with it. The goal
of analytic deliberative processes is to provide a sound way of
incorporating our best understanding about uncertain facts and
diverse values into public decision making.
Analytic deliberation is a mode of science communication in

which the communication is ongoing and involves not just in-
formation moving from the scientific community to the public, but
information moving from the public to the scientific community.
The logic of linking scientific analysis and public deliberation in an
iterative process is compelling. But how well do such processes
actually work? A very substantial empirical literature has exam-
ined the performance of public participation, especially as it has
been applied to environmental assessment and decision making.
That literature is our key source of knowledge about using analytic
deliberative processes to undergird adaptive risk management and
social learning around the important challenges of the 21st cen-
tury. It can provide useful insights for guiding efforts at science
communication, where both facts and values matter.

What Do We Know About Public Participation?
In this brief discussion, it is not possible to review the vast and
complex literature on public participation thoroughly. Nor is it
necessary, because the goal here is to summarize what is known
about public participation as background for thinking about sci-
ence communication that is intended to inform decision making.
The National Research Council report entitled Public Participation
in Environmental Assessment and Decision Making (PPEADM)
provides a recent and thorough review of the literature on public
participation in the United States (13). PPEADM argues that
participatory processes have three goals: improving the quality of
decisions, enhancing the legitimacy of the decision-making pro-
cess, and advancing the capacity of the participants for future
decision making (13). PPEADM concludes that, “When done
well, public participation improves the quality and legitimacy of
decisions and builds the capacity of all involved to engage in the
policy process” (ref. 13, p. 226). This conclusion is based on a
review of roughly 1,000 empirical studies, reports of practitioner
experience, and theoretical analyses spanning the social sciences.
It is by far the most extensive analysis available of what we know
about public participation processes (see also ref. 60).
What do we mean by public participation that is “done well”?

The report offers 15 design principles (Table 1) and guidance on
how to diagnose a situation in order to apply the principles.
Looking at the design principles, it is clear that there are many
ways to implement public participation processes. The report
emphasizes that what will work or what will fail is very sensitive to
the context. The conclusion, that it is possible to have successful
participation processes, does not imply that all of these processes
are successful. Indeed, given the immense diversity of the kinds of
processes that fall under PPEADM’s definition of public partic-
ipation, it is probably not meaningful to attempt to estimate
a success rate. Rather, the report uses the extensive available
literature to elucidate what leads to success and, conversely, what
contributes to less than ideal outcomes.
Good public participation practice requires iteration in which

the questions addressed by the science are shaped, in part, by
public concerns. It also requires a process in which science can
influence the beliefs deployed in public deliberation. Science

Table 1. Design principles for public participation

Agencies should proceed with:
i) Clarity of purpose
ii) Commitment to use the process to inform actions
iii) Adequate funding and staff
iv) Appropriate timing in relation to decisions
v) Focus on implementation
vi) Commitment to self-assessment and learning from experience

The process must be
i) Inclusive
ii) Collaborative in problem formulation and process design
iii) Transparent
iv) Based on good-faith communication

The process must attend to uncertainty by:
i) Ensuring transparency of decision-relevant information and

analysis
ii) Paying explicit attention to both facts and values
iii) Promoting explicitness about assumptions and uncertainties
iv) Including independent review of official analysis and/or engaging

in a process of collaborative inquiry with interested and affected
parties

v) Allowing for iteration to reconsider past conclusions on the basis
of new information

Adapted from reff. 13 [US National Research Council (2008) Public Partic-
ipation in Environmental Assessment and Decision Making, eds Dietz T, Stern
PC (National Academy Press, Washington, DC)].
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communication usually engages only facts, not values. However,
science communication in the service of decision making must
attend to values as well.
There are a number of careful examinations of the kind of

epistemology we need for making decisions under uncertainty.
They lead to several taxonomies of expertise (28, 61). For this
discussion, it is useful to distinguish three types of expertise:
scientific, community, and political (59, 62). Scientific expertise is
knowledge grounded in the rules of science and is the “gold
standard” for factual understanding. The evolving evidence
indicates that linking analysis and deliberation in an iterative
process is a powerful way to ensure that the best science is
trusted and used in public deliberation. Community expertise is
what most members of the public develop in their day-to-day
lives. It can contribute to factual understanding by helping to
ground abstract knowledge in the local context, what is often
called “traditional ecological knowledge” (63, 64). However, in
addition, it is expertise on what the public cares about: expertise
about values. For example, in one deliberation experiment on
carbon sequestration, members of the public expressed strong
concerns about the effectiveness a policy would have when
implemented, an issue that scientific assessments of carbon se-
questration might miss (65). Finally, political expertise is also
grounded in the community rather than in scientific discourse,
but it is shaped by regular interaction among those involved in
politics, an engagement that is not typical of most members of
the public. It is expertise not only in values, but in what might
work and what might not, given the stance of other political
actors and the capacities of local organizations and institutions.
Political expertise understands a history of trust or mistrust, and
norms about how to proceed in making a decision, including
norms about what is and what is not on the public agenda. It is
the kind of expertise carried by members of the policy system.
We have several pools of literature studying this kind of exper-
tise, notably the sophisticated literature on the commons (66–68)
and on the advocacy coalition framework, as well as other lit-
erature on policy networks (53, 69, 70).
For effective public participation, and for science communica-

tion intended to inform decisions, we have to meld these forms of
expertise into an alloy that is better at informing decisions than any
one form of expertise would be acting alone. Dialogue with those
who carry political and community expertise can help scientists
understand the constraints on decisionmaking, the local context to
which scientific analysis must be applied, and the issues of concern
to those who will influence a decision and those who will be af-
fected by it. As the pioneering report entitled Understanding Risk:
Informing Decisions in a Democratic Society put it, effective linkage
of analysis and deliberation helps “get the science right” and “get
the right science” (55). A process that engages multiple kinds of
expertise can help build both trust in science and a more nuanced
understanding of scientific uncertainty. It can help clarify what
conflicts are about differences in values, about differences in
interests, and about different understandings of the facts. Because
it emphasizes an iterative process, it encourages careful reflection
on values rather than the fast mapping of an issue to a set of
preexisting positions. The model of science communication that
emerges from the public participation literature is very much
communication as a multiway interaction, not communication as
simply passing factual knowledge from scientists to others. This is
not to say that all efforts at deliberation are successful in meeting
this ideal. Rather, the point made by PPEADM is that the liter-
ature shows a much higher probability of success when commu-
nication is interactive rather than one-way.
Several challenges face deliberative processes. One is the prob-

lem of scale. Most research has focused on processes at the local to
regional level, whereas many of the emerging challenges require
decisions at the national or global scale or across scales (68).
Further, when we move from the local to the national and global

scales, adaptive risk management must avoid the myopia of con-
sidering only one problem at a time, such as addressing climate
change while ignoring poverty, or vice versa (39).Maintaining trust,
especially trust in science, is a second challenge. Of course, finding
ways to deal more effectively with value differences is also a
major issue.

Challenges of Scale, Trust, and Values
Scale. Although there are rich research traditions on the role of
science in national environmental policy processes (53, 71), most
work on public participation is about local to regional processes.
The majority of evidence about public participation at the national
scale is from policy of narrow scope, such as regulatory negotia-
tion, where the participants are usually professionals with sub-
stantial political and scientific expertise (72). There are some
experiments in the United States with processes like deliberative
polling (73–75) and some national deliberative processes in other
industrial nations (76). Using theWeb and other interactive media
for participation could allow for national or even global scale links
between analysis and deliberation. However, there is little sys-
tematic research on the strength and weaknesses of Web-based
approaches (77). Overall, we have little experience in applying the
lessons from local and regional public participation processes to
problems that require national, or even international, deliberation.
As we move to the national and global scales, we face a special

challenge. At larger scales, it becomes increasingly artificial to
consider only one issue at a time. Sophisticated analyses of cli-
mate change need to engage other changes in the biosphere. We
also have to consider how climate change, and our actions to
cope with it, affects and is affected by other global challenges,
such as the emergence of NBIC technologies, changing global
demographic and economic patterns, and the millennia-old
problems of violence and poverty. Rosa et al. (39) have sug-
gested that adaptive risk management, although not wholly ad-
equate for cross-domain thinking, nonetheless offers insights that
can get us started.

Trust. Trust is a complicated topic; there are several forms of
trust, each with its own dynamics (52, 78). Betrayal of trust is
a very serious matter for most people, eliciting strong behavioral
responses and reactions that can be detected even in brain
functioning. For most large-scale policies, we are asking mem-
bers of the public to trust large organizations (e.g., governments)
and institutions (e.g., science) with which they have limited direct
experience. As a result, the degree of public trust entrained by
a policy proposal may be shaped largely by fast cognition and
contextual clues, rather than careful weighing of evidence.
Trust in science is presumed in most science communication. It

was not long ago when there was considerable bipartisanship in
climate concern. However, that has faded both across the general
public and among US political elites as a result of a concerted
campaign to erode trust in the science of climate change (26, 79).
Raising issues of scientific uncertainty is a conscious strategy to
influence societal decision making. It has played out around
a number of scientific and technological issues, going back at least
to debates in the 20th century about the health risks of lead in
gasoline or of smoking (27, 80–82). Believing that there is scientific
disagreement is strongly linked to rejecting the need for policy on
climate change (83). Scientific information is always, to some de-
gree, vulnerable to concerns about uncertainty because scientists
are trained to focus on uncertainty, whereas the public, at least
when using shortcuts and fast cognitive processing, equates un-
certainty with a lack of sufficient understanding to warrant action.
When an issue has become politicized, more information from

the media and informal sources may enhance polarization
through biased assimilation. This may be especially true of new
media that facilitate or even encourage viewing sources aligned
with prior positions (84). The result is that a substantial fraction
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of the population can hold views that are quite incongruous with
scientific consensus (85). Those who hold these views filter in-
formation based on their values and general beliefs. They may
view scientific evidence contradictory to their current beliefs with
great skepticism. In these circumstances, people may see media
coverage of science and educational materials as political rather
than scientific. They are applying a political frame and see all
actions, including communication, as political.
This politicization does not bode well for public decision

making on issues with substantial scientific content. We have not
been very successful in efforts to counter ideological frames
applied to science. Indeed, it is plausible that things are getting
much worse in the sense that more and more domains of science
are being interpreted by some segments of the public as state-
ments about values rather than statements about facts. For ex-
ample, Gauchat (86) shows that although overall trust in science
in the United States has not changed much over the past 35
years, self-identified conservatives have gone from having the
highest levels of science trust to the lowest. This finding
parallels McCright and Dunlap’s analysis of the evolution of
polarization around climate change (26, 79, 87).

Values. PPEADM argues that effective participation enhances
the capacity of those involved, both the public and the agencies.
The idea that effective deliberative processes can lead to change
in the individuals deliberating goes back to Dewey (19, 20) and is
a key point for Habermas (21, 22). Emergent environmental and
technological challenges, including climate change and many
new technologies, raise value questions that are hard to relate to
the day-to-day experiences of most people. We hope linked
analysis and deliberation will improve the ability of the public to
handle uncertain scientific information. We also hope that de-
liberative processes can lead to an evolution of values in the face
of emerging and highly complex issues. However, at present, we
know relatively little about value change. Indeed, most standard
definitions of values note that they are relatively stable over the
life course (10).
A substantial body of evidence from around the world notes

that two dimensions of values are nearly universal: the distinc-
tion between self-interest and altruism and the distinction be-
tween openness to change and traditionalism (10, 88, 89).
Cultures and individuals differ in the weight they give to each of
these. However, both of these dimensions are strong predictors
of risk perceptions and concern with environmental issues (90–
94). Early theoretical expectations have suggested that de-
liberative processes might make people more altruistic by en-
couraging them to see the point of view of others, and there is
some evidence in support of the argument (95–97).
Value change is probably a long-term process. In the short

run, deliberation seems more likely to shift beliefs and encourage
participants to think through issues to which they have not pre-
viously given much thought, including issues about policy imple-
mentation as noted above (65, 74). People change beliefs about
facts because we hold to norms that tell us beliefs should change
with new evidence: a norm that comes from science. Changes in
beliefs can come from being aware of scientific evidence that
comes from trusted sources. Of course, beliefs that are based on
faith and not on evidence are less amendable to change.
We can hope that effective science communication, including

linked analysis and deliberation, will lead to consensus on beliefs
that are well aligned with science. However, for values, there is
no correct position on which we can converge. Policy analysis
tools, such as benefit–cost analysis, assume agreement both on
the values we assign to decision outcomes and on the appro-
priate process for reconciling value differences to reach a de-
cision. However, people may differ not only in what they value
but in how they believe value differences should be resolved.
Some people may want to use a specific logic for tradeoffs, such

as cost–benefit analysis; some believe the key principle is to limit
intrusive government; and still others give priority to the intrinsic
worth of other species. Science can claim a special role in
informing us about what we should believe about the facts of how
the world works. Science also can inform us about what people
value and the decision rules they consider appropriate. But sci-
ence cannot tell us what we should care about: Science has no
privilege with regard to values. However, continuing research on
how values influence and are influenced by decision-making
processes can help us hone better processes for identifying and
coping with the diversity of values engaged around complex
societal decisions.

Lessons for Science Communication
The literature on public participation, juxtaposed with the lit-
erature on values and beliefs in decision making, helps us un-
derstand the difficulties of science communication in support of
decision making. I offer some conjectures about the lessons that
emerge from that understanding.

Acknowledge the Importance of Values. If your beliefs indicate that
something of value to you be will affected by a decision, then you
have an interest in that decision. Better scientific understanding
might clarify the likelihood of various outcomes, perhaps solid-
ifying your interest or perhaps reducing your concerns. Science
can also clarify whose interests are harmed by a course of action
and who benefits. Then, finding compromises and compensation
could make some courses of actions more acceptable than they
would be otherwise.
If there are value differences on an issue, simply clarifying the

facts will not always lead to a consensus decision. Further, there
is a tendency to avoid discussion of values. I may assume that the
values I hold are universal, and thus the only reason people will
disagree with me is that they have different beliefs about the
facts. This is a comfortable view because it means that debate
can be conducted on the relatively safe grounds of conflict about
facts. We can avoid the much more dangerous arena in which I
have to argue that your values are wrong or consider that my
values might be seen as unethical by you. When we acknowledge
value differences, we are also accepting that our differences are
going to be more difficult to reconcile than if they were based
solely on different beliefs about the facts.
Our reluctance to debate values may lead us astray. It is a form

of cognitive bias to think that disagreements are mostly about
facts. It is a comfortable bias because it leads us to believe we can
resolve disagreements by better information about facts. Cer-
tainly, we do not want decisions made based on incorrect factual
beliefs. We need to identify concerns that can be addressed by
providing scientific information in a way that facilitates adaptive
change in beliefs: social learning. However, we make a serious
mistake if we assume such fact-based processes will resolve
conflicts based on value differences. We are likely to be much
more effective if we focus our attention on identifying value
differences and designing processes that allow articulation of and
reflection on values in the light of decisions that must be taken.
Decision sciences provide many helpful tools that allow indi-
viduals and groups to clarify their values, and there is some ev-
idence that reflection about and articulation of value positions
can reduce conflict and allow for a more effective search for
compromises (98–101).

Use Approaches That Enhance Trust. In the long run, it is likely that
the accumulation of scientific evidence will lead to shifts in
beliefs, even in the face of campaigns to highlight uncertainty and
encourage views of science as politically motivated. However,
delaying action on an issue like climate change has substantial
consequences. What can we do to enhance trust in science?
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One step, fully in line with the norms of science, is to encourage
open and transparent processes for reporting scientific results.
Major climate assessment activities, such as the Intergovernmental
Panel on Climate Change (IPCC) and the US National Climate
Assessment, are making major efforts to provide traceable ac-
counts of how they reached their conclusions (102). There is
a long scientific history of sharing data and algorithms, and most
journals now make open access to data a requirement for publi-
cation. These processes will continue to evolve and will gradually
have positive effects on trust in science. Linking scientific analysis
to public deliberation is another key step. The public will certainly
have more trust in science and will be less paralyzed by uncer-
tainties if it has some input on what questions are addressed by
research and is engaged with researchers from early on in a pro-
cess leading to a decision.
On a cautionary note, trust is not well served when scientists

confuse competencies. Scientists are experts on the facts, on how
the world works. Most major assessment processes, like those of
the IPCC, the US National Climate Assessment, or the US Na-
tional Academy of Sciences, are careful to provide conclusions
and recommendations that are “policy relevant but not policy
prescriptive.” They recognize that policy decisions must always
involve values, not just facts, and that a scientific body is neither
authorized, nor particularly well constituted, to make value
judgments for the larger society.
Scientists are also members of the public interested in and af-

fected by decisions. Thus, it is natural for scientists to have strong
preferences about what should be done. After all, they have often
thought very carefully about the implications of decisions for
things people value. As citizens, scientists certainly have a right
and perhaps even an obligation to make value-based arguments.
However, nonscientists are not aware of the struggle to keep
values from influencing scientific assessment of facts. Thus, if
value-based arguments are not carefully differentiated from
conclusions based on science, they can erode trust in science. Our
tendency to argue about facts when values are at stake may make
us expect that factual arguments are often value arguments in

disguise, and thus make us suspicious of facts that are difficult to
reconcile with our values. To maintain trust, scientists and science
communicators must be very careful to clarify which statements
are grounded in science and differentiate those from statements
grounded in both facts and values. When scientists make argu-
ments about what we should do, they should make clear that their
views are grounded in both their understanding of the facts and
their values.

Toward Better Decisions. The challenges of global environmental
change, sustainability, NBIC, and the interaction of these emerg-
ing issues with traditional human travails, such as violence and
poverty, are formidable. To deal with them successfully, we need
to make decisions that are competent about facts, that are com-
petent about values, and that allow for social learning as we go
forward in the face of uncertainty. There is an emerging consensus
that adaptive risk management is a reasonable way to frame de-
cision making. Further, we have reason to believe that linking
scientific analysis and public deliberation so they inform each
other can enhance our competence about facts and values, and
allow us to learn as we proceed.
Perhaps for the first time, social learning and processes for

making good decisions are supported by a body of science. This
science includes not only research about the biophysical and so-
cial world but also research about how to make decisions and
govern ourselves and the ecosystems we affect. The test we face is
to develop and deploy the science of decision making and science
communication at a pace that will allow us to make sound deci-
sions even as the scope and power of our actions transform the
world around us.
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